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Abstract—The transfer learning methodology leverages
knowledge from the source domain with abundant training data to
the insufficient target domain. Recently, new approaches continue
to be developed and used to solve different classification tasks,
ranging from public news to videos and to many others. Most
transfer learning methods are based on the assumption that both
source and target data are in the same feature space or with the
same data distribution, which however is not always true in real
applications where it would lead to a negative transfer. In order to
overcome this hurdle, the multiple-source transfer learning
framework is useful. Sincemany real systems can be represented by
networks, how to utilize the structural similarity between different
networks so as to increase the transfer effectiveness becomes
important. In this paper, the NES specification index is used to
quantitatively measure the structural similarity between two
networks, based on which a new transfer learning method (named
NES-TL) is developed. Experiments on tag popularity prediction in
StackExchange Q&A communities verify the effectiveness of the
proposed approach, showing that it behaves better than existing
baselinemethods.

Index Terms—Network Embedding, Network Similarity,
Transfer Learning, Q&A Community, Tag Network.

I. INTRODUCTION

TRADITIONAL machine learning methods have achieved

great success to date, thereby been being widely applied

to many real applications [1]–[7]. However, in some circum-

stances, it is difficult and expensive to collect sufficient train-

ing data, leading the models to perform very poorly. Transfer

learning methodology [8], [9] aims to solve the problem by

leveraging knowledge from one source domain with fruitful

training data to one target domain, which has been widely

applied to computer vision [5], [10]–[12], sentiment analysis

[13], [14], wifi localization [15], and so on. However, applying

transfer learning to target task involved with network analysis

across networks has not been sufficiently investigated, such as

node popularity classification.

Real complex systems contain abundant structural informa-

tion, thus can be represented by networks, where nodes and links

capture their structures [16]–[22]. These structural data have

attracted lots of attention, and a new frontier inter-discipline

called network science had emerged [23]. For example, in open

source software projects, developers communicate by sending/

receiving emails to/from others and thus construct an email net-

work [24]. The structural information in the networks has been

proven very useful and reliable for tasks such as node classifica-

tion [25], link prediction [4], [26] and so on. The present work

focuses on the problem of node popularity prediction in the tag

network of Q&A community. To build accurate prediction mod-

els, a sufficient number of labeled nodes are necessary. In many

situations, although structural information is easy to collect,

the node labels are either expensive to obtain or simply not avail-

able. For example, there are many small Q&A communities on

StackExchange platform, these small Q&A communities are lack

of sufficient labeled nodes and make it difficult to train a good

classifier. Fortunately, there are also some communities with

abundant labeled data from different topic yet structural informa-

tion are similar. Thus, one can take advantage of the network with

rich labeled information to help build a good classifier for the

small communities, e.g., by using transfer learning technology.

Transfer learning, which utilizes the labeled instances from

one source domain, is called one-source transfer learning. For

example, Yang et al. [11] proposed the adaptive support vec-

tor machine (SVM) to learn a high-quality classifier in the tar-

get domain, which is adapted from an existing classifier

trained with the instances from one source domain. However,

the instances from the source domain are not necessarily help-

ful for the desired task in the target domain. To resolve this

problem, Jiang and Zhai [27] analyzed the domain adaptation

problem from the instance weighting viewpoint and proposed

a general instance weighting method for natural language

processing. Dai et al. [28] introduced a kind of boosting-based

transfer learning framework, called TrAdaBoost, which uses

boosting to filter out the training data with different distribu-

tions. Later Duan et al. [29] proposed a multiple kernel
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learning framework called the domain transfer multiple kernel

learning, where the kernel is comprised of a linear combina-

tion of multiple predefined base kernels. Long et al. [30] pro-

posed an adaptation regularization based transfer learning

method, which learns an adaptive classifier by simultaneously

optimizing the structural risk functional. For the online Ques-

tion and Answer (Q&A) Community, Wang et al. [31] pro-

posed a tag transfer learning model for effective cross-domain

collaborative filtering, which can improve the performances

of recommender systems. According to the type of transferred

information, transfer learning approaches can be roughly

divided into four categories, i.e., instance-based, feature-

based, parameter-based and relation-based transfer learning

[8]. The first category aims to perform transfer learning

through instances, by usually reweighting the instances from

the source domain to correct for marginal distribution differ-

ences [28], [32]. The second category aims to transfer knowl-

edge through features, features based on TL methods are to

learn a new feature transformation rather than weights or find

a common latent feature space which can better represent both

source and target domains [30], [33]. The third category aims

to perform transfer learning through sharing parameters of

source and target domain learner models [34], [35]. And the

last category aims to perform transfer learning through the

relationship between the source and target domains [36], [37].

The present work belongs to the first transfer learning cate-

gory, i.e., the instance-based transfer learning, where the

instances are reweighted by the network embedding similarity.

The effectiveness of transfer learning depends on the similar-

ity between the source and the target domains, which is relatively

difficult to measure. If the source and target are weakly related,

brute-force transferring may result in poor performances of the

target classifier, which is called a negative transfer. Thus, it is

vulnerable for the one-source transfer learning, and the negative

transfer is always like the Achilles’ heel against variations. One

solution to decrease the risk of generating negative transfer is to

utilize multiple sources, leading to the idea ofmulti-source trans-

fer learning. In recent years, great effort has been devoted to this

idea. Schweikert et al. [38] introduced a multiple convex combi-

nation of pre-trained classifiers from both source and target

domains for multi-source transfer learning. Tan et al. [39] lever-

aged different views from different source domains to assist the

target task. Yao et al. [34] effectively extended the work of Dai

[28] (TrAdaBoost) and adapted the transfer boosting algorithm

to multiple-source domains. Meanwhile, attempts have been

made to integrate the domain similarity into the transfer learning

framework. For example, Chattopadhyay et al. [40] proposed a

multi-source transfer learning framework based on a weighting

scheme, where the weights of the source domains are calculated

with a conditional probability. Duan et al. [33] introduced a

domain-dependent regularization approach and developed two

domain-adaptation methods, called FastDAM and UniverDAM,

which were evaluated on the video concept detection task and

the document retrieval task, revealing that those methods can

achieve better performances in general. Yang et al. [41] pro-

posed a method to effectively evaluate the relatedness among

the source and target domains through the co-occurrence data.

Most of the existing transfer learning studies focus on non-

structural data, ignoring the significant structural features such

as node centrality and the relationship between node pairs. For-

tunately, in the last decade, more and more researchers have

begun to investigate transfer learning method on network data

[42], [43]. Recently, Fang et al. [44] discovered some latent

features by constructing the label propagation matrices in

source and target networks and mapping them into a shared

latent feature space, through which the proposed method

achieves successful knowledge transfer between some real net-

works. Similar method also adopted by Shen et al. [45], they

proposed cross-network deep network embedding model to

address node classification problem by embedding the nodes

from the source and the target networks into a unified low-

dimensional latent space. Furthermore, a TrGraph algorithm

based on the common signature subgraphs between networks

was proposed, which can efficiently transfer knowledge

between networks [46]. Ye et al. [47] proposed an AdaBoost-

like transfer learning algorithm to classify positive and nega-

tive links in signed social networks. Moreover, Long et al. [48]

refined the latent factors by graph co-regularization, and pro-

posed a transfer learning framework, which can preserve the

statistical and geometric properties across domains. Niu et al.

[49] proved that when the networks exhibit positive network

correlation, it is often effective to simply apply the learned

models directly to the target network without modification.

Tang et al. [50] developed a framework called TranFG to pre-

dict the types of social relationships in a target network by bor-

rowing knowledge from a different source network. Besides,

Qi et al. [51] utilized transfer learning method to solve the link

prediction problem across networks. These recent works

proved that transfer learning method is powerful on classical

network problems, e.g., node classification and link prediction.

Furthermore, notice that StackExchange is one of the most

popular Q&A websites, containing a number of Q&A commu-

nities in different special domains. In these Q&A communi-

ties, tags (e.g., python, ios8, swift2) play an important role in

filtering information. Typically, they are selected by the users

to broadly cover the domain of the questions, and a good tag

will help related questions to be easily searched so as to obtain

satisfactory answers. Some tags are frequently used and thus

become more and more popular today, while some others are

rarely used and finally diminished. An effective tag classifier

will help the administrator in better managing the tags or

designing tag recommendation algorithms, e.g., Flickr tags

[52] and Twitter hashtag [53]. Moreover, predicting the popu-

larity is a well-defined problem in social media [54], [55] and

in scientific communities [56]. By using both non-structural

and structural features, it was found that the performances of

the prediction algorithms can be significantly improved [57].

In the StackExchange Q&A communities, the tags can con-

struct a network through co-occurrence. When new tags join,

the network grows. How to predict the popularity of these new

tags in the coming future is a challenging task, especially in

small communities. In this study, therefore, this question is

addressed from the transfer learning perspective, with focus

on the similarity between the target and the source networks.
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Specifically, the main contributions of this paper are three-

fold, summarized as follows:

� First, a new index called the NES index is formulated

based on the Weisfiler-Lehman (WL) network embed-

ding method [58]. Experiments show that NES is highly

related to the negative transfer.

� Second, the NES index is used as the weight to integrate

into the multi-source transfer learning framework.

Experimental results show that the multi-source transfer

learning method can thus be significantly improved,

showing the effectiveness of NES in transfer learning.

� Third, NES index is compared to six statistical proper-

ties and networks that are embedded with representative

strategies under the transfer learning framework. Exper-

imental results show that NES outperforms the other

baseline methods on most tasks.

The rest of the paper is organized as follows. In Section II,

datasets and the present research objective are introduced. In

Section III, the description and analysis of the NES index are

presented. In Section IV, the NES index is integrated into

multi-source transfer learning, with experiment results demon-

strated. Finally, in Section V, conclusions and discussions are

drawn with some discussions.

II. DATASET AND TAG PREDICTION

The present study uses the publicly available dataset from

StackExchange1. StackExchange provides data dumps of dif-

ferent Q&A communities. In each community, the data dump

provides all posts, including information on questions and

answers, tags, posting dates, and user reputation and badges.

Here, the focus is on the four largest categories with 11 com-

munities in the dataset, with each category containing more

than two communities, as summarized in Table I.

Consider the task of predicting tag popularity based on both

structural and non-structural features in a transfer learning

framework. The structural features are based on the tag net-

work, i.e., two tags are connected if they belong to the same

question and the link-weight is defined as the frequency of co-

occurrences of the two associated tags in the same question.

Since the tag network at the time when they emerged is quite

fragmented, therefore the local structure around these tags at

that time will not provide much information for predicting their

future evolution. For this reason, only 90% latest emerged tags

are considered in this study. To label popular and unpopular

tags, all the considered tags are sorted according to their usage

frequencies within two years in descending order, and the top

5% tags are chosen as popular tags. Thus, the 85% least fre-

quently used tags are put into the unpopular tag pool. For exam-

ple, in the Stack Overflow community, the tags with frequency

greater than 138 are chosen as popular tags and those with fre-

quency lower than 49 are grouped into the unpopular tag pool.

From the unpopular tag pool, choosing a corresponding unpop-

ular tag closest to each popular tag in time, and thus two bal-

anced classes are obtained.

Specifically, six typical and commonly used structural fea-

tures [59], [60] are extracted from their tag networks, includ-

ing centrality-based and neighbor-based features. These

features are the typical measures in network science regardless

of the background of networks, which have been widely used

in node classification [61], link prediction [4], [62], [63] and

so on.

1) Centrality-Based Features: Centrality is often used to

identify important nodes in a network. In the Q&A commu-

nity, larger value of centrality means the tag is more important

in the network, and this tag has high probability to be a popu-

lar tag.

� Normalized Weighted Degree Centrality. Degree

centrality is defined as the number of links connected to

the node in the network. That is to say, the higher the

degree value of a node is, the more important of the

node. When considering the degree centrality in differ-

ent networks, it is essential to calculate the normalize

degree by dividing the total number of nodes in the net-

work. In tag network the degree of a node (tag) repre-

sents the number of different tags that co-occurrences

with this tags. The normalized weighted degree central-

ity of tags is defined as

DcðtiÞ ¼ 1

N � 1

X

tj2NeðtiÞ
wti;tjati;tj ; (1)

TABLE I
DATA DESCRIPTION IN STACKEXCHANGE Q&A COMMUNITIES

1 https://archive.org/download/stackexchange
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where NeðtiÞ is the neighbor set of tag ti and ati;tj is an
element of the adjacency matrix A, i.e., ati;tj ¼ 1 if tag

ti has a link with tag tj, and ati;tj ¼ 0 otherwise; wti;tj

is the weight of the link between tag ti and tag tj, and
N is the total number of tags in the network.

� Eigenvector Centrality. Eigenvector centrality is a

measure of the influence of nodes. high eigenvector

centrality means the node is connected to many nodes

who themselves have high eigenvector centrality. The

eigenvector centrality is defined as

EcðtiÞ ¼ 1

�

X

tj2NeðtiÞ
ati;tjEcðtjÞ ; (2)

where � is the greatest eigenvalue of the adjacency

matrix.

� Closeness Centrality. Closeness centrality measures

the average shortest distance from one node to others in

a network. Therefore, the closer it is to other nodes, the

more important a node is. Closeness centrality can also

be understood as determining the importance of nodes

by using the average propagation time of information in

the network. It is defined as

CCðtiÞ ¼ N � 1P
j 6¼i wti;tjdti;tj

; (3)

where dti;tj denotes the shortest path length between

tag ti and tag tj in the network. The shorter the dis-

tances between node ti and the rest nodes are, the

more central the node ti is, and thus the larger this

CC index is.

2) Neighbor-Based Features: Neighbor-based features

characterize the structural properties of the node and its neigh-

bor. The importance of a node in a network not only depends

on itself but also on its neighbors. In the tag network, if the

tag often co-occurs with popular tag, it has a high possibility

to be a popular tag.

� Cluster Coefficient. Cluster coefficient measure the

connectivity of node in the network. In a social net-

work, the cluster coefficient captures the triangular

friendship in the network, defined as

CðtiÞ ¼ 2Lti

ktiðkti � 1Þ ; (4)

where kti is the degree of tag ti, and Lti is the number of

links among the kti neighbors of tag ti.
� Average Clustering Coefficient of Neighbors. The

average clustering coefficient of neighbors of a tag is

calculated according to the clustering coefficient of its

neighbors. It is defined as

hCNðtiÞi ¼
P

tj2NeðtiÞ CðtjÞ
NeðtiÞ ; (5)

which describes the social relationship of neighbors.

� Average Normalized Degree of Neighbors. Average

normalized degree of neighbors is calculated according

to the average normalized degree centrality of the nodes

hCNCðtiÞi ¼
P

tj2NeðtiÞ DcðtjÞ
NeðtiÞ ; (6)

which captures the importance of the neighbors of a

tag.

Moreover, consider the following four non-structural

features:

� Number of Posts (Np). The number of posts [64] is

defined as the number of questions and answers tagged

with the same tag ti. Tags sometimes describe the topic

of a post. The more posts use tag ti means the more pop-

ular of this topic is.

� Experience of Questioner (Eq). The experience of

questioner [65] is defined as the number of tags pro-

vided by the questioner.

� Average Number of Votes (Nv). The number of votes

[66] is defined as the difference between the upvotes

and downvotes of the questions tagged with ti, normal-

ized by the number of questions tagged by ti.
� Length of Question (Lq). The length of a question is

defined as the average number of words in the question

tagged by ti. It is also used as a feature to predict the

popularity of Tweet and online news [67], [68].

To this end, the traditional metric, accuracy, is adopted to

measure the goodness of an algorithm [69].

III. NETWORK EMBEDDING SIMILARITY

In this section, a new metric, named NES, is introduced to

measure the similarity between networks, based on network

embedding. Then, the relationship between the NES index and

the transfer learning effectiveness will be discussed.

A. Definition of NES

An undirected network is described by a graph GðV;EÞ,
where V and E are the sets of nodes and links, respectively. In

this work, network embedding vector is used to calculate NES.

Fig. 1 presents two simple networks of different structures, and

illustrates how to calculate NES, where the Weisfeiler-Lehman

(WL) scheme is chosen as the network embedding method.

Specifically, suppose that there are two networks,G1 andG2.

For each network, the nodes are labeled based on their degrees.

LetDh
G and fh

G be the label sequence of networkG in ascending

order and the frequency sequence of labels in Dh
G, respectively,

where h denotes the iteration number. Initially, the label of a

node is its degree. For example, network G1 has three values of

its degree: 1 (blue), 2 (yellow), and 3 (red). The degree sequence

of network G1 thus is D0
G1

¼ f1; 2; 2; 2; 2; 3g. Similarly, for

G2, one has D
0
G2

¼ f1; 2; 2; 3; 3; 3g. Since both networks have

the same set of degree values, the label frequencies for G1 and

G2 are f
0
G1

¼ ð1; 4; 1Þ and f0G2
¼ ð1; 2; 3Þ, respectively. In step

1, continue to label the nodes based on the degree sequence of
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their neighbors. In particular, first, sort the nodes based on their

degree, from small to large, where for nodes of the same degree,

sort them based on the smallest degree of their neighbors, then

second smallest degree, and so on. For example, the blue node of

G1 (with label 1) has a yellow neighbor (with label 2) initially.

Thus, f1j2g is used to represent it and relabel it with a new num-

ber 4. Meanwhile, the blue node of G2 (with label 1) has a red

neighbor (with label 3) initially, and in this case, f1j3g is used to
represent it and relabel it by 5. The sequence of these relabeled

nodes is assigned asD1
Gi

and the frequency sequence of labels in

D1
Gi

is assigned as f1
Gi
, for i ¼ 1; 2, as shown in Fig. 1. The

length of fh
G1

is exactly the same as that of fhG2
at the same itera-

tion, where an element equal to 0 means that there is no such

label in the corresponding network. After p iterations, the whole
graph embedding vector FG1

can be obtained by appending fp
G1

to all the former frequency sequences f0
G1
; f1G1

; f2
G1
; . . . ; fp

G1
.

Finally, the NES betweenG1 andG2 is calculated by the cosine

similarity NESðG1;G2Þ ¼ FG1
� FG2

=ðjjFG1
jj � jjFG2

jjÞ. In this

paper, the iteration number is fixed as h ¼ 2.

In order to verify the effectiveness of the NES index, gener-

ate four networks, i.e., two BA scale-free networks [70] and

two ER random networks [71]. The four networks have the

same size of 100 nodes. The parameters for scale-free net-

works are m ¼ m0 ¼ 3; while for random networks, the link-

ing probability is 0.06. For the purpose of comparison, the

average degrees of these four networks are kept to be nearly

the same. As shown in Fig. 2, the NES indexes between the

same types of networks are much higher than those between

different types of networks, indicating that this index indeed

captures the structural similarity between networks. Further-

more, because the scale-free network and random network

have significantly different degree distribution, it is meaning-

ful to investigate if the difference of NES is only dependent

on the degree distribution. To verify this, degree-preserving

randomization [72] is used on scale-free network BA1.
Though this method one can get a new scale-free network,

call BA10, and its degree distribution is as the same as BA1.
Calculating the average NES of BA1 and BA10, the result is

0.91, smaller than 1, which implies that the NES index is not

Fig. 1. An example of calculating the NES between two simple networks,G1 and G2.
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only related to the degree distribution. This experiment has

also been performed on the random network, and a similar

result was obtained, i.e., NES is 0.85. All the results are aver-

aged over 64 network randomizations.

B. NES and Transfer Learning Effectiveness

A domain is defined by D ¼ fðxi; yiÞjni¼1g with size n,
where xi is a feature vector of d dimension and yi is the label
of xi. In this work, consider the binary classification task, i.e.,

predicting the popular or unpopular tags as discussed in

Section II, with respect to a given community in a target data-

set DT ¼ Dl
T [Du

T , where yi 2 f�1;þ1g is a binary label,

i.e., it is a popular tag if yi ¼ þ1 but an unpopular one other-

wise. Whereas Dl
T ¼ fðxli; yliÞjnli¼1g and Du

T ¼ fxui jnui¼1g are the

labeled and unlabeled data in the target domain, respectively,

with n ¼ nl þ nu being the size of the target domain.

Now, the relationship between the NES index and the trans-

fer learning effectiveness is investigated by experiments, where

Support Vector Machine (SVM) [73]–[75] is used to train the

model. Gaussian kernel (kðxi; xjÞ ¼ expð�gjjxi � xjjj2Þ) is

adopted and 10-fold cross-validation is applied to optimize the

model parameters. The regularization parameter C is set as 1.

Each experiment is performed 30 times and then the average is

computed and recorded as the results. Then, the one-source

transfer learning method, which is trained with mixed domain

labeled data, and the non-transfer learning method (SVM-T),

which uses the target labeled data only [76], are compared.

Whereas, the transfer learning effectiveness is defined as the

improvement of the accuracy DAcc of the transfer learning

method compared with the non-transfer learning method on the

same test dataset.

Fig. 3 plots the relationship between the transfer learning

effectiveness and the NES index. Four communities from four

different categories are selected as the target communities,

including Tex-Latex, English Language & Usage, Home

Improvement and Physics. Then, the remaining communities

are chosen as the source domains. In each target domain, ten

instances are sampled randomly, including five positive and

five negative ones. The results show that there is a positive

correlation between the NES index and the transfer learning

effectiveness, i.e., the higher degree of NES between the source

and target community networks corresponds to the more effec-

tive transfer learning. To show more details, the Pearson corre-

lation between DAcc and the NES index are calculated, as

shown in Table II. The results demonstrate that there is a signif-

icant positive correlation between the transfer learning effec-

tiveness and the NES index. In other words, based on NES, one

can roughly estimate the effectiveness of transfer learning

before using it, which can effectively help avoid negative trans-

fer. In fact, the lower the NES, the higher the probability of the

negative transfer. For example, in the performed experiments,

when the NES index is lower than 0.7, the negative transfer

occurs in all the four communities.

IV. NES-BASED TRANSFER LEARNING

In this part, the NES index is integrated into multiple

domain transfer learning. The description and analysis of this

NES-based transfer learning (NES-TL) algorithm is presented.

Let DSk ¼ fðxSki ; y
Sk
i Þjnki¼1g be the dataset from the kth

source domain, k ¼ 1; . . . ; q, where q is the total number of

sources, nk is the size of the kth source domain. As shown in

Fig. 4, the target classifier fðxÞ is obtained from q trained clas-
sifiers mentioned in Section III, with each being trained by the

Fig. 2. The heatmap of four networks, two BA and two ER networks. The
cell color is used to represent the NES between two networks, with deeper
color corresponding to higher NES.

Fig. 3. The relationship between NES (using WL method) and the improved
accuracy DAcc. Once the target community is selected, while the remaining
communities are chosen as source domains.

TABLE II
CORRELATION TEST BETWEEN DACC AND NES INDEX

�p < 0:5; � � p < 0:01; � � �p < 0:001
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one-source transfer learning method. Specifically, the target

classifier is formulated as

fðxÞ ¼
Xq

k¼1

nSkf
SkðxÞ ; (7)

where nSk 2 ½0; 1� is the normalized weight of classifier fSk

and is obtained from the NES index 1=jlog ½NESðGT ;GSkÞ�j.
A more detailed description of the NES-TL is given in

Algorithm 1.

In the experiments, the task of tag popularity prediction is

performed in the StackExchange communities. Six communi-

ties are chosen as the target communities, i.e., Super User

(SU), Server Fault (SF), Tex-LaTex (Tex), English Language

& Usage (Eng), Science Fiction & Fantasy (Sci) and Physics

(Phys). Here, three communities belong to technology cate-

gory, which is the largest one in StackExchange. In addition,

five communities are chosen as the source domains, including

Stack Overflow, Askubuntu, Arqade, Home Improvement and

Mathematics. The sizes of the datasets are presented in

Table III, and the basic topological properties for target and

source domian networks are presented in Table IV. Here,

SVM with Gaussian kernel is adopted as the basic classifier,

and the regularization parameter C is set to 1.

A. Baseline Methods

To evaluate the performance of the approach developed in

this work, the proposed NES-TL method is compared to the

following baseline transfer learning methods:

� SVM-T. Training the model only using labeled data in

the target domain [76].

� FR. For q source domains, FR training q base classifiers
use the corresponding labeled data in the source domain

and the labeled data in the target domain, then fuse the

decisions of q base classifiers equally [33], [77].
� MSTrAdaBoost. Multi-Source TrAdaBoost (MSTrA-

daBoost) extends the framework of the TrAdaBoost

method to multiple sources. It adopts a weight-update

strategy in source training instances, which is the same

as TrAdaBoost, and in target instances, which is the

same as AdaBoost [78], [79].

� FastDAM. FastDAM incorporates the domain-depen-

dent regularizer into the least-squares SVM [33].

� UniverDAM. UniverDAM incorporates both domain-

dependent regularizer and Universum-based [80] regu-

larizer into the least-squares SVM [33].

In the performed experiments, linear kernel is used for

MSTrAdaBoost, and Gaussian kernel is used for the others. In

SVM-T and FR, the regularization parameter is set to C ¼ 1,
and the other parameters are set to default values. In FastDAM

and UniverDAM, the regularization parameter C is set to 1,

and the kernel parameter g is set to g ¼ 1:2dg 0, where

g 0 ¼ 1=d with d ¼ 9 being the feature dimension, and

d 2 f�0:5; 0; 0:5; . . . 4g. The tradeoff parameter �L and �D

are both set to 1. Therefore, totally 50 base classifiers from 5

sources and 10 kernel parameters are obtained and used for

the DAM methods. In MSTrAdaBoost, the regularization

parameter C is set to 20, and the maximum number of itera-

tions is fixed to 20.

B. Experimental Results

In the experiments, 20 instances are randomly selected as

the labeled data in the target domainDl
T , including 10 positive

and 10 negative instances, and the rest in the target domain are

used as the test set. The experiments are repeated for 30 times,

and their mean accuracy are then calculated and recorded.

Table V and Table VI present the experimental results of

the five baseline methods and the proposed NES-TL method,

where one can see that the proposed method performs best in

all the six transfer learning tasks. More precisely, compared

with the SVM-T, the proposed method has improvements over

10:68% (SU), 10:69% (SF), 7:08% (Tex), 7:61% (Eng),

18:65% (Sci) and 15:89% (Phys) in terms of accuracies. And

under the F1-measures, the improvements are 14:17% (SU),

14:14% (SF), 10:40% (Tex), 7:90% (Eng), 31:25% (Sci) and

6:87% (Phys), respectively. It should be noted that, although

the linear weighted SVM is selected as the weak classifier for

Fig. 4. The model for NES-TL. The base classifiers (fSk ) are trained by
mixed training instances, including sources (DSk ) and the labeled target (Dl

T ).

The final classifier is obtained from fðxÞ ¼ Pq
k nSk f

Sk , where nSk is the nor-

malized NES.

Algorithm 1: NES-TL

Input: The source domain data sets S ¼ fDS1 ; DS2 ; . . . ; DSqg and

the target domain data setDT ¼ fDl
T ;D

u
Tg

1: q: The number of source domains

2: V ¼ fGS1 ; GS2 ; . . . ; GSq ; GTg: The network of source and target
Output: Target classifier function fðxÞ : X ! Y
Begin:

3: for i ¼ 1; 2; . . . ; q do
4: calculate the structural similarity between source domain and

target domain: wi ¼ NESðGSi ; GT Þ
5: learn weak learner fSi : X ! Y over the combined setDSi[Dl

T

6: end for

7: Merge the similarities of all sources: w ¼ fw1; w2; . . . ; wqg
8: Set n ¼ 1

jlog ðwÞj
9: Normalize n to 1 such that

Pq
i¼1 vSi ¼ 1

10: The final model fðxÞ ¼ Pq
i vSif

Si ðxÞ
Return: fðxÞ
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MSTrAdaboost, the Gaussian kernel has also been tested. The

results show that the NES-TL method outperforms all

MSTrAdaboost method, no matter which kernel is used. Since

it seems that linear kernel performs better than Gaussian ker-

nel on most tasks, here, only the results of MSTrAdaboost

with linear kernel is presented.

The proposed method has also been tested for different

numbers of labeled target data, and results are compared to

the baseline methods. Fig. 5 and Fig. 6 show the variation of

accuracies and F1-measures with different labeled target

instances respectively. As shown in the figures, the proposed

method performs better than the five baseline methods, espe-

cially when there are less than 10 instances in the labeled tar-

get data. Note that all the methods tend to converge when the

number of labeled target data increases.

C. Comparing With Other Strategies

There are manymethods that can be used to represent the sim-

ilarity between two networks, including traditional statistical

properties and network embedding methods. In this part, experi-

ments are performed on six target tasks and the prediction accu-

racy on popular tags are compared under proposed NES-TL

framework with different similarity indexes computing strate-

gies, including statistical properties based indexes, i.e., Avg-

degree, Avg-cluster, D-distance, and embedding methods based

indexes, i.e., node2vec, WL, graph2vec. The baseline is FR,

which ignores the differences between domains and uses the

same weight for different source domains. These methods calcu-

lating network similarity indexes for comparison are briefly

introduced as follows:

� Avg-degree. Average degree centrality is an important

statistical index of a network [23]. Here, one first

calculates the absolute difference of the average degree

centrality between the source and the target domains,

then uses the reciprocal of this value.

� Avg-cluster. Average clustering coefficient is another

import structural property of a network, which captures

the global degree of node aggregation in the network

[23]. Similarly to the Avg-degree, one also calculates

the absolute difference of the average clustering coeffi-

cient between the source and the target domains, and

then uses the reciprocal of this value.

� D-distance. D-distance is an index for measuring the

difference of distance probability distributions between

different networks [81]. The higher the D-distance, the

more dissimilar of the two networks; thus, one can take

the value of (1�D-distance) as the network similarity

between the two domains.

� Node2vec. Node2vec is a popular method for mapping

nodes in a network to the feature vectors in a low-

dimensional space, preserving the neighborhood infor-

mation of these nodes [25]. To calculate the similarity

index of two networks, one can average the embedding

vectors of all the nodes in source and target network

respectively, and then calculate the cosine similarity

between average embedding vectors of the source and

the target network.

� Graph2vec. Graph2vec views a network as a document.

It extracts the rooted subgraphs by the WL method as a

vocabulary, and then learn the network representation by

going through the doc2vec skip-gram training process

[82]. In the experiments, the cosine similarity between the

source and the target domains are calculated.

For better comparison, 10 labeled instances are randomly

selected as the target labeled instances, including 5 positive and

5 negative ones, and the above indexes are used to replace WL

based NES index in the proposed transfer learning framework.

Each experiment is performed 30 times and then the average is

computed and recorded as the results. The results are shown in

Table VII, where one can see that, in most cases the proposed

NES-TL method outperforms the transferring methods based on

other indexes, indicating the effectiveness of the NES index in

measuring the similarity between networks.

D. Time Complexity

The time complexity of the above six transfer learning meth-

ods is shown in Table VIII, where nL ¼ nl þ ns is the number

of labeled instances in the target and the source domains,

TABLE III
DATA DESCRIPTION OF SIX TASKS IN STACKEXCHANGE Q&A COMMUNITIES

TABLE IV
BASIC TOPOLOGICAL FEATURES OF TARGET AND SOURCE NETWORKS
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ns ¼
Pq

k¼1 nk, and nd is the number of possible values of d, and

I is the maximum number of iterations for MSTrAdaBoost. In

these methods, FastDAM and UniverDAM are based on FR, i.e.,

they need pre-trained classifiers. Since they use different num-

bers of d values, the total time complexity should be nd times the

complexity of FR. Although the proposed method also needs

pre-trained classifiers, it does not need to train the weights of

these classifiers or the kernel parameter expansion, therefore has

lower time complexity overall.

V. CONCLUSION AND DISCUSSION

In this paper, a new index, NES, is proposed for measuring the

similarity between source and target networks, which is then inte-

grated into amulti-source transfer learning framework to improve

the transfer effectiveness. It is found that, for single-source trans-

fer learning, a smaller NES between source and target corre-

sponds to a higher probability of negative transfer. Furthermore,

this index is integrated as the weight into themulti-source transfer

learning and then applied to the task of tag popularity prediction

in StackExchange Q&A communities on the real StackExchange

dataset. The experimental results show that the proposed

approach can get relatively better performances on this task than

the baseline methods. The transfer learning performance has also

been compared to the others using different network representa-

tion strategies, and it is found that the proposed NES outperforms

the others, demonstrating its effectiveness in measuring the simi-

larity between networks. Moreover, it also should be noted that,

in this work, our main task is tag popularity prediction, which the

TABLE VI
AVERAGE F1-MEASURES OF DIFFERENT TASKS

Fig. 5. The accuracies achieved by the six methods as functions of the number of labeled instances in the target domain.

TABLE V
AVERAGE ACCURACIES OF DIFFERENT TASKS
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label spacemay correlate to degree distribution, butwe also tested

our proposed method on other tasks and datasets, e.g., classifica-

tion. It is found that our methodmay have less benefit for the clas-

sification task where label spaces are uncorrelated to their degree

distribution. This implies that our method may sensitive to net-

work infrastructure definition, and work better when network

infrastructure is better defined or obvious.

The present study highlights that the proposed NES can cap-

ture the structural similarity between different networks, there-

fore can be well utilized to improve the performances of multi-

source transfer learning. In the further, this NES index will also

be tested and applied to other applications such as network clas-

sification, and more network data will be used, such as multi-

layer network [83], [84] or heterogeneous network [85].
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