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Abstract. The development of social media has changed the way of
information consumption by the public, and it has also shifted the spread
of rumors from offline to online. The combined multiscale nature of
rumors makes it challenging to develop an effective rumor detection
method. This raises the fashion of multi-modal rumor detection. How-
ever, these multi-modal methods usually focus on explicit textual and
visual features, ignoring the sentiment hidden in textual content, which
expresses the individuals’ opinions. Thus, we propose a rumor detection
model based on temporal sentiment features in this work. Specifically,
we first extract the temporal sentiment feature and text vectors from the
text content in normalized reply series, then combine these two vectors as
the microblog representation. After that, we apply RvNN to capture the
comprehensive representation of the event. Finally, we adopt the multi-
layer perceptron neural network to detect rumors. The experiments on
two real-world datasets, i.e., Weibo and RumourEval-2019, show that our
method performs better than baseline methods. Moreover, the ablation
study and the early rumor detection experiments show the effectiveness
of our temporal sentiment feature. Our work supplements current rumor
detection methods and highlights the important role of temporal senti-
ment features in rumor spreading.

Keywords: Rumor detection · Rumor spreading · Sentiment analyze ·
Temporal sentiment · Social network

1 Introduction

The development of social media has changed the way of information consump-
tion by the public. However, the massive amount of information also brought
many rumors [1,2]. Rumor is defined as information without official verifica-
tion [3,4] and most rumors have a bad influence, for example, a lot of rumors
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emerged during the 2016 US election [5] and the period of the COVID-19
pandemic [6,7]. However, the cost of rumor detection is high, especially for
the manual fact-checking methods [8]. And unfortunately, research has proven
that humans are only a little better than random identification when facing
rumors [9]. Therefore, it is necessary to develop effective rumor detection meth-
ods. Fortunately, with the continuous development of deep learning [10–14],
more and more rumor detection methods have been proposed and used to detect
rumors [15–19].

Most of the transitional rumor detection methods focus on textual fea-
tures [20]. Recently, as social media develops, more features are investigated
and integrated as the complex representation of the rumors [17,21], e.g., visual
features. However, malicious users still can easily manipulate textual content
and images through technology, e.g., deep fake and text generation, and human
beings hard detect these generations [22–24]. Furthermore, compared to social
media’s textual and visual features, the propagation features are hard to manip-
ulate by malicious users. Thus, more and more multi-modal detection models
integrate the propagation feature into their methods [25–27].

Sentiments as a representation of people’s psychological state [28] have also
received increasing attention from researchers [29–36]. Most existing sentiment-
based rumor detection methods treat sentiment as a supplement attribute of
textual features [29,35] but ignore the sentiment change when the information
spreads. Recent research finds that sentiment will change with the spreading of
rumors, e.g., Davoudi et al. constructed and analyzed the sentiment network by
connecting posts with similar sentiment scores, and found the event sentiment
changes as rumor spreading [36].

To effectively capture the sentiment feature change as the rumor spreads, we
propose the temporal sentiment feature, which encodes the sentiment of the text
content and the normalized reply series. By integrating the temporal sentiment
feature into the microblog representation, we propose a new model to detect
rumors. Extensive experiments on the two real-world datasets, i.e., Weibo and
RumourEval-2019, show that our proposed method performs better than the
baselines. Moreover, the ablation study and early detection experiments prove
the effectiveness of our temporal sentiment feature.

The main contributions of our work are summarized as follows:

• We propose the temporal sentiment feature, which can effectively capture the
sentiment feature as information spreading.

• We propose a new multi-modal rumor detection method that includes the
temporal sentiment feature. The results in two real-world datasets, i.e., the
Weibo and RumourEval-2019, show that our proposed method performs bet-
ter than the baseline methods, and the ablation study proves the effectiveness
of our temporal sentiment feature.

The rest of this paper is organized as follows: Sect. 2 introduces related work,
Sect. 3 presents the details of our method, and Sect. 4 gives detailed experimental
steps, results, and discussions. Finally, we summarize our work in Sect. 5.
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2 Related Work

2.1 Single-Modal Rumor Detection

The existing rumor detection methods can be roughly divided into single-
modal and multi-modal methods. Single-modal methods mainly focus on one
type of rumor feature, i.e., statistical and embedded features from text con-
tent [16,18,37], visual features from images [38,39] and propagation features
from spreading networks or social networks [15,40]. For example, Bond et al.
focused on the difference of rumors in semantic-level features in text content [37],
such as the uncertainty words. Kaliyar et al. proposed the FakeBERT model to
detect rumors, which mainly utilized the BERT to embed the text content of the
microblogs [16]. For rumor detection based on visual features, Guarnera et al.
modeled the convolutional generative process and extracted a set of local features
utilizing the Expectation Maximization algorithm to detect the fake images [39].
Furthermore, Zhao et al. proposed a multi-attentional deepfake detection net-
work that consisted of multiple spatial attention heads, visual feature enhance-
ment blocks, and attention maps to find the fake images in rumors [38]. Moreover,
Ma et al. proposed the PTK model to detect rumors which evaluated the similar-
ities of propagation tree structures between rumors [40]. Bian et al. proposed the
Bi-GCN model to explore the propagation and dispersion structures of rumors
with top-down and bottom-up GCN [15].

2.2 Multi-modal Rumor Detection

However, single-modal methods can not capture the multi-media nature of social
media. Thus, the single-modal methods are challenged by multi-media infor-
mation and lead to low accuracy. Furthermore, the development of deep fake
and text generation techniques makes malicious users can fool the rumor detec-
tion models easily [22–24]. For this reason, multi-modal methods are developed
to capture the multi-information, e.g., combining the textual and visual fea-
tures [17,21,41]. For example, Qian et al. proposed the HMCAN model, which
used the ResNet to extract features of the image and used the BERT to extract
features of text content [17]. Wang et al. proposed the EANN model, which used
the Text-CNN to extract the feature of text content and the VGG-19 to extract
the visual feature [21]. There are also many multi-modal methods based on the
textual and user features. For example, Vo et al. proposed the MAC model,
which combined the user information with the text content and used the atten-
tion mechanism to capture the feature of the source post and the replies [42].
Dou et al. combined the user engagement information and the text content to
detect the rumors [43]. Furthermore, multi-modal methods also exist based on
the propagation structure and text content. For example, Lu et al. proposed the
GCAN model, which fused the text embedding and propagation representation
to detect the rumors [19].
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2.3 Rumor Detection Based on Sentiment Analyze

The sentiment is a latent textual feature hidden in the text content. It has been
proven that sentiment is a vital feature for rumor detection [32,33,44]. Most
previous sentiment based rumor detection methods focus on the sentiment in
the source microblogs, such as Mackey et al. combined sentiment and the word
embedding of source microblog [30]. Yang et al. proposed the TI-CNN model to
extract the explicit and latent features of microblogs, where their explicit feature
of the text included the sentiment [31]. Wang et al. proposed the SD-DTS-GRU
model, which focused on the fine-grained sentiment of source microblogs [32].
There are also works focusing on the sentiment of both source microblogs and
replies [29,35,45]. For example, Zhang et al. combined the publisher sentiment,
social sentiment, and the sentiment gap as the dual emotion features with exist-
ing rumor detection methods to detect the rumors [29]. Guo et al. proposed the
EFN model, which captured both sources’ and replies’ textual and sentimen-
tal features for rumor detection [45]. Recent research shows that the sentiment
changes as the information spreads, and has a significant difference between
rumor and non-rumor [46,47]. For this reason, Davoudi et al. proposed the DSS
model, which captured the features of the sentiment network and propagation
tree to detect rumors [36]. Inspired by the above works, we designed the temporal
sentiment feature to detect rumors in this study.

3 Method

Our work focuses on rumor detection on social networks. The architecture of
our model is illustrated in Fig. 1. As shown in Fig. 1, the architecture consists of
three components, i.e., Microblog Representation, Comprehensive Representa-
tion and Rumor Classifier. First, we use Microblog Representation to represent
one microblog of the event, then use the RvNN to catch the feature of microblog
representation along the spreading path and get the Comprehensive Represen-
tation of the event. Finally, the Rumor Classifier is used to judge whether the
event is a rumor.

3.1 Problem Statement

We denote the event-based dataset as C = {C1, C2, ..., C|C|}, where |C| represents
the number of event. Each event Ci is modeled as a tree structure Ci = 〈Vi, Ei〉
where i is the index of event. And Vi = {ti0, t

i
1, t

i
2, ..., t

i
ki−1} is the set of nodes,

where ki is the number of microblogs of event Ci, tij is the microblogs of event Ci

and the j is the index of microblog which are sorted by posting order. Because
the source microblog must be the first microblog of the event Ci, so the j of
the source microblog is 0 and we use ti0 represents the source microblog of event
Ci. Ei = {eist|s, t = 0, ..., ki − 1} is the edge set of event Ci. For example, if tim
is the replay of tin, where the tin and tim represent two microblogs in event Ci,
there will have a direct edge tin → tim, i.e., einm. The rumor detection task can
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Fig. 1. The architecture of the proposed rumor detection model.

be defined as a classification problem, thus, our model outputs the ŷi ∈ 0, 1 to
detect label of event Ci, where yi = 1 and yi = 0 denote the post is rumor and
non-rumor, respectively.

3.2 Microblog Representation

Temporal Sentiment Feature. The sentiment as a representation of people’s
psychological state is hidden in the text content. In this work, we use the Baidu
sentiment API1 and the NLTK2 to analyze the sentiment of the Chinese and
English text, respectively. These sentiment analysis tools give a sentiment score
scoreij of the text of microblog j in event i and range from −1 to 1, the score
closer to 1, the more positive the text is.

To characterize the temporal features, we use a one-hot vector to encode the
replies in the microblog in posting order. However, the number of responses to
different social posts is heterogeneous and cannot be directly encoded, e.g., the
dimension is different. Furthermore, the time interval between the two replies
in the same event has a large variation, e.g., there are many replies in the early
period and short time, accompanied by sporadic replies in the later period.
Therefore, we need to normalize the length of the reply series, whose length is
the number of posts. It should be noted that our reply series includes the source
post. We use the following function to map the original one-hot vector to the
normalized reply series pij ∈ R

dsen :

pij = [I(0 = �j dsen
ki

�), I(1 = �j dsen
ki

�), ..., I(dsen − 1 = �j dsen
ki

�)]� (1)

1 https://ai.baidu.com/tech/nlp apply/sentiment classify.
2 https://www.nltk.org/.

https://ai.baidu.com/tech/nlp_apply/sentiment_classify
https://www.nltk.org/
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where �∗� represents floor function which gives the greatest integer less than or
equal to the input, I(l = k) means if k is equal to l, the result will be 1, otherwise
is 0. dsen is the dimension of the normalized reply series, which is set as 100 in
this study.

After calculating the normalized reply series, we incorporate microblog sen-
timent into the temporal vector. Specifically, we multiply the generated one-hot
vector with the sentiment score of the text, resulting in the temporal sentiment
feature seni

j ∈ R
dsen , as shown follow:

seni
j = scoreij · pij (2)

Text Vector. To represent the textual features of the microblogs, we use the
pre-trained word embedding model to catch the representation of text. In this
work, we use the Tencent word vector model [48] and Glove model [49] to embed
the Chinese and English text, respectively. Each post is embedded to a vector
sequence [e1, e2, ..., el], where l is the length of the post, and ek ∈ R

dvec is
the embedded vector obtained by the word embedding model, the dvec is the
dimension of the embedded vector, which is 200 in this study. To obtain the text
vector, we add an meanpooling layer to catch the feature of the text. Finally, we
can get the text vector vecij ∈ R

dvec as follow:

vecij = Meanpooling(e1, e2, ..., el) (3)

where Meanpooling(∗) represents the mean pooling layer, and vecij represents
the text vector representation of post j in event i.

Microblog Representation. After obtaining the text vector vecij and the
temporal sentiment feature seni

j , we concatenate the two vectors to obtain the
microblog representation xj ∈ R

(dvec+dsen) as shown follow:

xi
j =

[
vecij
seni

j

]
(4)

3.3 Comprehensive Representation

In this study, we use RvNN to catch the feature of microblogs along the spreading
path and get the comprehensive representation of the event. Furthermore, we use
GRU as the hidden unit to recursively catch the features of the input microblog
representation [50]. For the event Ci, the hidden state hi

j of a node tij can be
computed by microblog representation xi

j of node tij and the hidden state of
parent node hP(tij)

, where P(tij) represents the parent node of tij . Specifically, the
process of RvNN can be formulated as follow:

htij
= GRU(xi

j , hP(tij)
) (5)
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where GRU(∗) represents the process of GRU. As the microblog spreads, a set
of the hidden states (htiq

, htiw
, ..., htil

) is obtained, where tiq, tiw,...,til are the leaf
nodes of Vi.

After obtaining the recursive representations of all leaf nodes, we add a max-
pooling layer to obtain the comprehensive representation of event Ci:

hi
out = Maxpooling(htiq

, htiw
, ..., htil

) (6)

where Maxpooling(∗) represents the max pooling layer.

3.4 Rumor Classifier

We use a multi-layer neural network with Relu activation function as a rumor
classifier to claim whether the source post is a rumor. The input is the compre-
hensive representation hi

out of event Ci, and the output ŷi is the detect label of
event Ci. The process of MLP shows as follow:

ŷi = σ(W1 · Relu(W2 · Relu(W3 · hi
out + b3) + b2) + b1) (7)

where ŷ denotes prediction value, W1, W2, W3, b1, b2 and b3 denote the weight
and bias of the MLP model, Relu(∗) is the Relu activation function and the
σ(∗) is the Sigmoid activation function. Furthermore, the cross-entropy function
is adopted as the loss function, as shown as follows:

LΘ(yi, ŷi) = −yi ∗ log(ŷi) + (1 − yi) ∗ log(1 − ŷi) (8)

where yi represents the label of sample Ci and the LΘ(yi, ŷi) represents the loss
of yi and ŷi.

4 Experiments

4.1 Datasets

This work employs two public datasets, i.e., Weibo [51] and RumourEval-
2019 [52], to evaluate our proposed and baseline methods. The Weibo dataset has
4609 events, with rumor and non-rumor labels. The dataset includes microblog
content, social content and spatiotemporal information from Weibo. It should
be noted that although the original Weibo dataset has 4664 events, our study
focuses on the events which have no more than about 10000 microblogs. Thus,
we only remain the 4609 events for the Weibo dataset.

The RumourEval-2019 dataset has 446 events, with rumor, non-rumor and
unverified labels. The dataset includes microblog content, social content and
spatiotemporal information from Twitter and Reddit. Since our goal is to identify
the authenticity of rumors, thus, only the rumor and non-rumor labels remain
(totaling 323 events). The statistical information of the two datasets is shown in
Table 1.
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Table 1. Statistics of the datasets.

Feature Weibo RumourEval-2019

Num of microblogs 2,002,060 6,085

Num of events 4,609 323

Num of rumors 2,274 138

Num of non-rumors 2,335 185

4.2 Baseline Models

This work compares six baseline models with our proposed model. The brief
introduction to the baseline model is as follows:

• BERT [12]: BERT is a pre-trained language representation model with pow-
erful performance.

• BiGRU [29]: BiGRU uses a bidirectional-GRU to catch the feature of content
words in the microblogs and can detect rumors effectively.

• Emotion Enhanced BiGRU (Emo-BiGRU) [29]: The Emo-BiGRU is
the BiGRU enhanced by the dual emotion features.

• RNN [51]: This method model the social context information of events as
time series of variable length and classify the events with RNN.

• RvNN [25]: The RvNN uses the TF-IDF to represent the text content and
use the RvNN to catch the feature of text content alone the propagation path.

• BiGCN [15]: Bi-GCN is a bi-directional graph model and uses the top-down
GCN and the bottom-up GCN to catch the features of the spreading struc-
tures of microblogs.

Where the BERT, BiGRU, and Emo-BiGRU utilize the source posts and the
remaining baseline methods (RNN, RvNN, and BiGCN) utilize both source posts
and replies.

4.3 Experimental Settings

Two datasets are divided into the training set, validation set, and test set, where
the ratios of these three sets in the two datasets are 3:1:1 in the Weibo dataset
and 7:1:2 (remain the original division ratio) in the RumourEval-2019 dataset,
respectively. Furthermore, our proposed model uses the Adam optimizer [53]
with a learning rate of 0.005 and sets the hidden layer dimension as 128. For the
BERT model, it uses Chinese BERT pre-trained with whole word masking [54]
for the Chinese text in the Weibo dataset and the google pre-trained model [12]
for the English text in the RumourEval-2019 dataset. Moreover, the BERT model
use an MLP with Relu activation function to classify the events, where the
dimension of the hidden layer is set as 256. For the other baseline models, we
adopt the original parameters.
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4.4 Evaluation Metrics

Our work commonly uses the accuracy, precision, recall, and macro-F1 score as
the evaluation metrics to evaluate the model’s performance. The details of the
evaluation metrics are as follows:

Accuracy =
TP + TN

TP + TN + FN + FP
(9)

Precision =
TP

TP + FP
(10)

Recall =
TP

TP + FN
(11)

F1 =
2 × Precision × Recall

Precision + Recall
(12)

macro − F1 =
F1rumor + F1non−rumor

2
(13)

where TP represents the number of true positives, TN represents the number
of false negatives, FP represents the number of false positives, FN represents
the number of false negatives, F1rumor represents the F1 score of rumor and
F1non−rumor represents the F1 score of non-rumor.

4.5 Experimental Results

The experimental results of our proposed method and the baseline methods are
shown in Table 2 and 3. Table 2 shows the results on the Weibo dataset. The
results show that our proposed model achieves the best performance compared
to the baseline models. Furthermore, the poorest performance of the RNN model
may be because the RNN model simplifies the propagation structures and can
not catch enough features from the content of the posts. Moreover, the Emo-
BiGRU’s better performance than the BiGRU model also shows the effectiveness
of sentiment features. The excellent performance of the BERT model in capturing
text representations makes the BERT model perform better than Emo-BiGRU
and BiGRU. Finally, compared to the BERT, the better performance of RvNN
and BiGCN shows the importance of the spreading structures in rumor detection,
since the spreading structures are hard to be manipulated by malicious users.

Table 3 shows the experimental results on the RumourEval-2019 dataset.
Compared to experiments on the Weibo dataset, the results on the RumourEval-
2019 dataset are worse than that on the Weibo dataset. This may be caused
by the sparse data and the low inter-annotator agreement of labels of the
RumourEval-2019 dataset [55,56]. In Ref. [55] and Ref. [56], the authors pointed
out that the rate of overall inter-annotator agreement is 63.7% which means
that there are many conflicting or inconsistent labels and leading to worse per-
formance.
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Table 2. Rumor detection performance on the Weibo dataset.

Method Accuracy macro-F1 Rumor Non-rumor

Precision Recall F1 Precision Recall F1

BERT 0.911 0.912 0.919 0.900 0.910 0.904 0.922 0.913

BiGRU 0.793 0.792 0.810 0.758 0.783 0.778 0.826 0.801

Emo-BiGRU 0.857 0.857 0.847 0.866 0.857 0.866 0.848 0.857

RNN 0.630 0.629 0.611 0.690 0.648 0.654 0.571 0.610

RvNN 0.919 0.919 0.938 0.895 0.916 0.902 0.942 0.921

BiGCN 0.921 0.677 0.675 0.690 0.676 0.679 0.689 0.678

Ours 0.939 0.939 0.944 0.925 0.934 0.935 0.951 0.943

Table 3. Rumor detection performance on the RumourEval-2019 dataset.

Method Accuracy macro-F1 Rumor Non-rumor

Precision Recall F1 Precision Recall F1

BERT 0.509 0.526 0.496 0.475 0.478 0.565 0.594 0.573

BiGRU 0.423 0.421 0.486 0.425 0.453 0.361 0.419 0.388

Emo-BiGRU 0.423 0.423 0.484 0.375 0.423 0.375 0.484 0.423

RNN 0.408 0.282 0.418 0.903 0.517 0.250 0.025 0.046

RvNN 0.507 0.506 0.455 0.645 0.533 0.593 0.400 0.478

BiGCN 0.600 0.424 0.371 0.400 0.371 0.486 0.514 0.476

Ours 0.549 0.534 0.481 0.419 0.448 0.591 0.650 0.619

Nevertheless, our proposed approach still achieves the best macro-F1. More-
over, the performance of BiGCN demonstrates the robustness of the propaga-
tion structure features on different datasets, which helps the BiGCN get the
best accuracy. Furthermore, the observed phenomenon of the better result in
detecting the rumors and the worst result in detecting the non-rumors of RNN
implies RNN is overfitting with limited data. Moreover, the Emo-BiGRU also
can be observed that have a better result than BiGRU in macro-F1. The RvNN
can use both the text content and the propagation structure, which helps RvNN
perform better than Emo-BiGRU. The performance of BERT shows that BERT
can effectively catch the features of the text content.

4.6 Discussions

Ablation Study. To further investigate the effectiveness of the key components
of our proposed model, i.e., the temporal sentiment feature and the text vector,
we additionally conduct an ablation study. In particular, we consider two types
of ablations in our experiments: 1) Ours w/o Text that does not generate text
vector in microblog representation, 2) Ours w/o Sen that does not generate the
temporal sentiment feature in microblog representation. As the results are shown
in Table 4, we observe that Ours w/o Text gets the poorest performance in the
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Weibo dataset, implying the textual feature is more important than our temporal
sentiment feature in detective the rumors in the Weibo dataset. Furthermore,
Ours w/o Sen has worse performance than Ours w/o Text in the RumourEval-
2019 dataset implies that the temporal sentiment feature is more important than
the textual feature in the RumourEval-2019 dataset. Moreover, our proposed
model with all key components has the best performance in both two datasets
demonstrating the validity of the proposed microblog representation. The results
also demonstrate that our temporal sentiment feature plays an important role
in the sparse dataset, especially those with shallower reply depths, e.g., the
RumourEval-2019 dataset.

Table 4. The results of ablation study.

Dataset Metrics w/o Text w/o Sen Ours

Weibo Accuracy 0.855 0.926 0.939

Precision 0.855 0.925 0.939

Recall 0.854 0.925 0.938

macro-F1 0.855 0.925 0.939

RumourEval-2019 Accuracy 0.493 0.493 0.549

Precision 0.511 0.496 0.536

Recall 0.510 0.496 0.535

macro-F1 0.490 0.492 0.534

Fig. 2. Early rumor detection accuracy of different methods on two datasets.

Early Rumor Detection. Early rumor detection is an important metric for
evaluating the quality of the method in the early stage of information spread.
Since the BERT, BiGRU and Emo-BiGRU mainly utilize the source post, early
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detection is meaningless for these methods. In this work, we compare our pro-
posed method with the RNN, RvNN, and BiGCN in the Weibo and RumourEval-
2019 datasets, as shown in Fig. 2. From Fig. 2, we can find that our proposed
method reaches high accuracy at the early stage of the propagation. However,
our model still performs worse than the BiGCN, which may be because the sen-
timent features do not appear significant in the early state of rumor spreading,
especially for the situation when the propagation features are significant. We
have experimented with the effective time of the temporal sentiment feature,
and it shows that the temporal sentiment feature requires at least 17 h after
source microblogs are posted.

Fig. 3. A sample of false rumor in RumourEval-2019 dataset.

Case Study. To show the importance of the temporal sentiment feature, we
demonstrate a case study in Fig. 3. In this case study, the microblog only contains
the source post and one layer of replies, which implies there have not enough
propagation structure features. Furthermore, the text content also shows there
lack the direct evidence to judge whether it is a rumor, such as “false” or “fake”,
which leads to the w/o Text model misjudging this case as true. However, our
proposed model with the temporal sentiment feature can correctly identify this
case as a rumor, suggesting that the sentiment features do play an important
role in the absence of textual and communication features.

5 Conclusion

Since the sentiment is a hidden feature and plays an important role in rumor
spreading, this work proposes a rumor detection model based on temporal
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sentiment features. The experiments on two real datasets (the Weibo and
RumourEval-2019) demonstrate that our proposed model has better perfor-
mance than the baseline models, and the ablation study shows that our temporal
sentiment feature is effective for rumor detection. However, our method performs
worse than Bi-GCN in the early rumor detection. This may be because the tem-
poral sentiment features focus on the long-term sentiment change as informa-
tion spreads. In our future work, we will consider the importance of different
replies to enhance early rumor detection performance. In conclusion, our work
supplements current rumor detection methods and highlights that the proposed
temporal sentiment feature can effectively capture the rumor in the propagation,
especially when there are not enough propagation and text features.
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28. Alonso, M.A., Vilares, D., Gómez-Rodŕıguez, C., Vilares, J.: Sentiment analysis
for fake news detection. Electronics 10(11), 1348 (2021)

29. Zhang, X., Cao, J., Li, X., Sheng, Q., Zhong, L., Shu, K.: Mining dual emotion for
fake news detection. In: Proceedings of the 30th the Web Conference, pp. 3465–
3476. ACM, Ljubljana (2021)

http://arxiv.org/abs/1810.04805
http://arxiv.org/abs/2001.06362
https://doi.org/10.1007/s11042-020-10183-2
http://arxiv.org/abs/1901.09657


Rumor Detection Based on the Temporal Sentiment 289

30. Mackey, A., Gauch, S., Labille, K.: Detecting fake news through emotion analysis.
In: Proceedings of the 13th International Conference on Information, Process, and
Knowledge Management, pp. 65–71. IARIA (2021)

31. Yang, Y., Zheng, L., Zhang, J., Cui, Q., Li, Z., Yu, P.S.: TI-CNN: convolutional
neural networks for fake news detection. arXiv preprint. arXiv:1806.00749 (2018)

32. Wang, Z., Guo, Y., Wang, J., Li, Z., Tang, M.: Rumor events detection from chinese
microblogs via sentiments enhancement. IEEE Access 7, 103000–103018 (2019)

33. Ajao, O., Bhowmik, D., Zargari, S.: Sentiment aware fake news detection on online
social networks. In: Proceedings of the 44th International Conference on Acoustics,
Speech, and Signal Processing, pp. 2507–2511. IEEE, Brighton (2019)

34. Cui, L., Wang, S., Lee, D.: SAME: sentiment-aware multi-modal embedding for
detecting fake news. In: Proceedings of the 4th International Conference on
Advances in Social Networks Analysis and Mining, pp. 41–48. ACM, Vancouver
(2019)

35. Wu, L., Rao, Y.: Adaptive interaction fusion networks for fake news detection.
arXiv preprint. arXiv:2004.10009 (2020)

36. Davoudi, M., Moosavi, M.R., Sadreddini, M.H.: DSS: a hybrid deep model for fake
news detection using propagation tree and stance network. Expert Syst. Appl. 198,
116635 (2022)

37. Bond, G.: ‘Lyin’ Ted’, ‘Crooked Hillary’, and ‘Deceptive Donald’: language of lies
in the 2016 US presidential debates. Appl. Cogn. Psychol. 31(6), 668–677 (2017)

38. Zhao, H., Zhou, W., Chen, D., Wei, T., Zhang, W., Yu, N.: Multi-attentional
deepfake detection. In Proceedings of the 30st Conference on Computer Vision
and Pattern Recognition, pp. 2185–2194. IEEE Computer Society, Los Alamitos
(2021)

39. Guarnera, L., Giudice, O., Battiato, S.: Deepfake detection by analyzing convolu-
tional traces. In: Proceedings of the 29th Conference on Computer Vision and Pat-
tern Recognition Workshops, pp. 2841–2850. IEEE Computer Society, Los Alami-
tos (2020)

40. Ma, J., Gao, W., Wong, K.-F.: Detect rumors in microblog posts using propagation
structure via kernel learning. In: Proceedings of the 55th Annual Meeting of the
Association for Computational Linguistics, vol. 1, pp. 708–717. ACL, Vancouver
(2017)

41. Li, B., Qian, Z., Li, P., Zhu, Q.: Multi-modal fusion network for rumor detec-
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